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Abstract
Purpose of Review The propose of this viewpoint is to improve or facilitate the clinical decision-making in the management/
treatment strategies of arthritis patients through knowing, understanding, and having access to an interactive process allowing
assessment of the patient disease outcome in the future.
Recent Findings In recent years, the time series (TS) concept has become the center of attention as a predictive model for making
forecast of unseen data values. TS and one of its technologies, the interrupted TS (ITS) analysis (TS with one or more interven-
tions), predict the next period(s) value(s) of a given patient based on their past and current information. Traditional TS/ITS
methods involve segmented regression-based technologies (linear and nonlinear), while stochastic (linear modeling) and artificial
intelligence approaches, including machine learning (complex nonlinear relationships between variables), are also used; how-
ever, each have limitations.
Summary We will briefly describe TS/ITS, provide examples of their application in arthritic diseases; describe their methods,
challenges, and limitations; and propose a combined (stochastic and artificial intelligence) procedure in post-intervention that will
optimize ITS modeling. This combined method will increase the accuracy of ITS modeling by profiting from the advantages of
both stochastic and nonlinear models to capture all ITS deterministic and stochastic components. In addition, this combined
method will allow ITS outcomes to be predicted as continuous variables without having to consider the time lag produced
between the pre- and post-intervention periods, thus minimizing the prediction error not only for the given data but also for all
possible future patterns in ITS. The use of reliable prediction methodologies for arthritis patients will permit treatment of not only
the disease, but also the patient with the disease, ensuring the best outcome prediction for the patient.

Keywords Data-driven . Time series . Interrupted time series . Arthritis . Clinical decision-making . Management/treatment
strategies

Introduction

Precision medicine for arthritis patients is an emerging ap-
proach that tailors decisions/treatments to individual patient
variability. This entails better diagnoses, earlier interventions,
more efficient therapies and customized treatment plans. A
long-standing dilemma of arthritis has been the challenge of
identifying patients who will respond to a therapeutic ap-
proach, whereby treatments are often given on the basis of
trial and error. In short, prediction is one of the most important
and difficult tasks for various pathologies, including the treat-
ment and management of arthritic diseases. The heteroge-
neous nature of many arthritic diseases and pharmacokinetic
drivers of drug response are only two variables affecting a
patient’s “poor” outcome in response to a given treatment.
Another disadvantage in clinical practice is the significant
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delay or “lag time” between the onset of the intervention and
the impact of the intervention. Determining this unknown de-
lay in response to the implemented treatment or better
predicting the result for a given patient is of great importance,
as it is well known that early and accurate intervention can
lead to improved long-term patient outcomes.

The use of modeling tools is indispensable to help accu-
rately distinguish patients who will benefit from an interven-
tion. Existing epidemiological research strategies such as co-
hort and case-control research studies illustrate essential dis-
ease etiology knowledge, but because of limitations such as
confounding factors based on group differences, they are not
as useful as intervention studies. Randomized controlled trials
are still considered the benchmark design for determining
whether an intervention is effective, yet such studies are not
always a viable option. Moreover, there is often a need to
evaluate interventions that have already been put in place,
either without randomization or without any control. Due to
their immense potential as a predictive model, time series (TS)
and one of its methodologies, interrupted time series (ITS) (TS
with one or more interventions), provide exceptional vehicles
to achieve such a goal. As examples for health care quality
improvements, Table 1 summarizes some studies that analyze
ITS modeling to investigate the impacts of the implemented
intervention. In this viewpoint, we will briefly describe TS
and ITS; provide examples of the potential of TS applications
in arthritic diseases; describe TS and ITS methods, their chal-
lenges and limitations; and propose a novel ITS procedure in
post-intervention that optimizes ITS modeling.

Description of Time Series and Interrupted
Time Series

TS and ITS analysis uses a patient’s historical data and current
information to anticipate that patient’s outcome, predicting the
patient’s future by understanding the past. These methodologies
allow each sampling unit to serve as its own control without
stripping contextual and temporal factors from the analysis.
Moreover, such analysis circumvents the need to specify a causal
relationship and to predict the values of exploratory variables. In
short, TS is a series of data points in time order [22]; it is a
sequence taken at successive equally spaced points in time and
their associations with other trends or events, taking account of
the temporal structure of such data. A TS could be affected by
four main components (trend, seasonality, cyclic and residual),
which can be separated from the observed data.

ITS is a quantitative, statistical method in which multiple,
repeated observations are made at regular intervals before and
after an intervention. In an ITS study, a time series of an out-
come is employed to analyze an underlying trend, which is
interrupted by the implementation of an intervention at a known
point of time. Importantly, in ITS, the intervention(s) at a

change point(s) splits the outcome into two or more separate
pre- and post-intervention periods. Several studies investigated
the impacts of implemented intervention on arthritic diseases
and healthcare quality improvements, and examples are shown
in Table 1 [1–15, 16•, 17–21]. This table illustrates that each
intervention has possible impacts by changing the level and/or
trend without and/or after a time lag on the post-intervention
period. It is used to assess the impact of an implemented inter-
vention on an outcome immediately and over time, instantly or
with delay, transiently or long-term, and whether elements oth-
er than the intervention could account for the change.

Applications of Time Series/Interrupted Time
Series in Arthritic Diseases

The following are examples of the potential of these method-
ologies’ applications in arthritic diseases and, although the
possibilities are limitless, also included are some potential
future studies using TS/ITS modeling.

TS analysis was employed to propose a system for moni-
toring rheumatoid arthritis (RA) based on the TS concept to
optimize the number of face-to-face patient consultations [23];
predict patient use of outpatient hospital resources after a man-
datory switch from originators to biosimilars in inflammatory
arthritis healthcare use and costs or disease activity [24, 25];
evaluate in veterans with knee or hip osteoarthritis, national
trends in non-opioid analgesic prescribing following guidance
limiting or decreasing use of opioid therapy [21]; and to assess
the health authority recommendation to the use of knee ar-
throscopy in patients with knee osteoarthritis [17].

For its part, ITS was utilized to assess whether treatment
guidelines change the management of early RA patients [6];
investigate the impact of the electronic reminders with linked
order sets, physician auditing and feedback, patient outreach,
and optional printed prescriptions on clinic-level changes in
influenza vaccination, pneumococcal vaccination and herpes
zoster vaccine rates in patients with RA [7]; study the impacts
of the introduction of infliximab and etanercept biosimilars on
the utilization of biological disease-modifying antirheumatic
drugs (bDMARDs) and the National Health Service budget
impact in the UK [9]; investigate impacts of the UK National
Institute for Health and Care Excellence (NICE) approval of
tumor necrosis factor inhibitor therapies on the incidence of
total hip and knee replacement in RA patients [14]; evaluate
the effect of health information on the performance of RA
disease activity measures and outcomes [16•]; and investigate
the potential for individualized and personalized rheumatic
medicine by introducing a dose-reduction intervention of
bDMARDs and to forecast subjects at risk of arthritis-related
pain in subsequent years [20]. Following the introduction of
new disease-modifying osteoarthritis drugs (DMOADs) or
new (DMARD/bDMARD), ITS analysis may enable the
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prediction of disease outcomes such as the incidence of joint
replacement, as recently published for bDMARD in patients
with RA [13], or on the incidence rate of upper limb joint
replacements among newly diagnosed RA patients [26•].
With respect to orthopedic surgery, it might also facilitate
investigation of whether repaired meniscal lesions in knee
osteoarthritis patients can predict a delay of early disease
and/or its progression, data that are not well documented pres-
ently. It could also be employed for the evaluation of patterns
over time through modeling and analyzing the dynamics of
change in reaction to an intervention, bridging the gap be-
tween practitioners and researchers in pre- and post-treatment.

Models of Interrupted Time Series

The vast amounts of data collected from patient historical
records require certain assessments when selecting an ap-
proach for future data prediction. ITS modeling could elimi-
nate problems caused by unknown and/or unmeasured param-
eters, which could affect the target parameter estimation.
Clearly, care should be taken to use an appropriate model
fitting. There are three main well-known approaches in ITS
analysis. The traditional one involves segmented regression-
based methods (linear and nonlinear), while the second uses
artificial intelligence (AI) (nonlinear) approaches, and the
third uses stochastic methods (linear).

Segmented Regression-Based Methods

Segmented regression is a method in regression analysis in
which the independent variable (outcome) is partitioned into
intervals and a separate line segment is fitted to each interval;
it minimizes least square errors between each segment, thus
between prediction and the true outcome. Indeed, by affecting
an intervention at a change point, there are different possible
outcome patterns in the post-intervention period for both level
and trend parameters. As illustrated in Table 1, by applying an
intervention, a change may occur in the trend and/or level
immediately or with a lag period between intervention/
program implementation and the assumed impact (see exam-
ples below). In addition, the intervention may lead to a tem-
porary change in the outcome [10].

The most basic and common form of regression analysis
used in predictive analysis is the linear regression approach,
which is an attempt to model the relationship between two
variables by fitting a linear equation to observed data. Also
used is the nonlinear analysis, for which one of the most com-
monly employed forms is logistic regression. Nonlinear seg-
mented regression is used when at least one of its parameters
appears nonlinearly. In brief, in nonlinear segmented regres-
sion, a function that is a nonlinear combination of the model
parameters, is used to model observational data and requires

one or more independent variables. A method of successive
approximations is used for fitting the data. The nonlinear
terms of regression equations in each of the pre- and post-
intervention (segment) could be applied for each segment,
but such a model could be difficult to interpret [27]. Unlike
the linear regression method, with this approach, for the best
fitting parameters there is no closed-form expression [28].
Hence, such a regression approach may be used to measure
the rate of outcome changes but it is unable to reliably predict
the outcome.

Wagner et al. [29] introduced a strong, quasi-experimental
approach to evaluate longitudinal effects of interventions by
looking at the impacts of the policy and administrative inter-
ventions on the improvement of the quality of medication use
and/or the containment of costs. Its approach was based on a
variable indicating pre- or post-intervention periods and four
different coefficients: two coefficients represent the baseline
level trend and the other two, the slope and the level changes
following the intervention implementation. The choice of each
segment was based on the change point with the possible
additional time lag in some cases to ensure that the interven-
tion shows its impact on the outcome. In this approach, a
linear (or nonlinear) equation should be adjusted to pre- and
post-intervention outcomes. Therefore, accurate values of the
pre-specified time lag parameters (to allow the implemented
intervention to be effective) are required to define an appro-
priate equation for each segment [30]. However, as there is no
specific rule to determine time lag period between pre- and
post-intervention, once the intervention has been implement-
ed, segmented regression restricts the analysis to one outcome
from one unit. Thus, assessing the impact of an intervention
with segmented regression requires a separate analysis for
each individual unit. Of note, assessing the intervention im-
pact on more than one unit via segmented regression methods
ignores shared characteristics across units, in particular the
similarity between characteristics influencing the change
point. Since most interventions often have a dynamic impact
on the outcome and they depend on several unknown param-
eters, accurate values for the time lag are unspecified. In ad-
dition to these limitations in this approach, it has been sug-
gested [31] that various other factors like total amount of time
points, effect size, and location of intervention should be con-
sidered in ITS modeling by segmented regression-based
models to ensure accuracy of the obtained results.

Importantly, a change in time lag may lead to a change in
accuracy of the prediction of the trend in post-intervention
results. To illustrate such an impact of the choice of the time
lag on the results of the segmented regression approach, the
following is a hypothetical example of ITS in which we in-
cluded different lag time between pre- and post-intervention,
showing the effect on the post-intervention segmented linear
regression (Fig. 1). In Fig. 1a, there is no lag between pre- and
post-intervention which yield a correlation coefficient (R) for
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the segmented linear regression at post-intervention of 0.43.
However, by considering a time lag of 6 months, the accuracy
of prediction will be increased to 0.53 (Fig. 1b), and more so
by applying 12 (R = 0.58) or 18 (R = 0.62) months lag time
(Fig. 1c, d). However, it should be noted that by considering
24 months’ time lag (Fig. 1e), compared to 6–18 months’ lag
time (Fig. 1b–d), there will be a considerable decrease (R =
0.47) in the accuracy of the prediction.

Artificial Intelligence (AI)-Based Methods

The AI approach has been recommended as an alternative to
the TS prediction technique. The objective is to build a reliable
model that can identify patterns and recurrences in the input
data and produce generalized results based on learned experi-
ence and prior knowledge. A recent report [32] highlights and
discusses the significant potential of machine learning and AI

approaches in increasing the accuracy and interpretability of
arthritis prediction models.

An excellent feature of AI, when applied to TS forecasting
problems, is its inherent capability in nonlinear modeling
without any presumption about the statistical distribution
followed by the observations [33]. These properties make
such a model more precise and practical in modeling compli-
cated patterns of data. The design of the reliable model is
based on the given data: AI is data-driven and self-adaptive.

Another important advantage of AI approaches for ITS
modeling is that they do not require any knowledge about
the time lag [34••]. However, choosing an appropriate ap-
proach among several AI methods for a given ITS dataset is
a challenging task, as there are no documented rules for such a
selection; it is based only on the experiences of users, in ad-
dition to trial and error.

The basic function of an AI approach in ITS is the trans-
formation of historical data into an outcome. To reach the

Fig. 1 An example of the possible impacts of different time lags on the
segmented linear regression approach of a hypothetical incidence rate
(dots). The linear regression (gray dashed lines) and linear regression a

without or b–e with lag time (bold black dashed lines) for b 6 months, c
12 months, d 18 months, and e 24 months. R correlation coefficient
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point where an AI approach can predict, it is important to
create a structure of how the best input combinations relate
to the outcome. The values of the autocorrelation of TS with
its passed values (lagged values) can be obtained by the auto-
correlation function (ACF). The correlation of the residuals
with time series lags can be captured by partial autocorrelation
function (PACF). To select the best input combinations and
the appropriate time lags, the ACF and PACF plots are used,
as they illustrate how well the present value of the series re-
lates to its earlier values. ACF considers all the TS compo-
nents while finding correlations of present with lags time.
PACF for its part, finds correlation of the residuals with the
next lag value, helping to retain only the relevant features.
This contrasts with the ACF, which does not control for other
lags. These ACF and PACF plots are useful in defining the
relevant range of inputs for creating different input combina-
tions for ITS modeling.

By identifying effective lags in studied ITS via ACF and
PACF plots, the different input combinations can be identi-
fied. Then, the modeling parameters of the nonlinear approach
(different AI/machine learning methods) should be deter-
mined. Training dataset is utilized to build up the nonlinear
approach and testing dataset is employed to evaluate the mod-
el performance. Another major issue is that too many or too
few network parameters may lead to poor precision in predict-
ed results due to over- and under-fitting issues. Thus, a resam-
pling technique (cross-validation) is needed. Finally, a repro-
ducibility experiment should be performedwith a hold back or
a new dataset to ensure the validity of the obtained results.

Stochastic Models

The stochastic model refers to any model involving a proba-
bility based on a linear regression and random sampling from
historical data. One of the most common linear stochastic
methods is the autoregressive integrated moving average
(ARIMA) model used to forecast the outcome, which has
found applications in medicine in recent years [35–38]. This
model is implemented under the assumption that the consid-
ered TS is linear and follows a specific and known statistical
distribution, for example, normal distribution.

ARIMA model, as a well-known statistical approach, em-
ploys TS data to better analyze the data values or to predict
future trends. An ARIMAmodel is a set of regression analysis
that measures the strength of one dependent variable com-
pared to other changing variables. The objective of the model
is to anticipate future moves by checking the differences be-
tween values in the series rather than through actual values. To
simplify the development of stochastic processes, the concept
of stationarity (when statistical properties such as the mean,
variance, and autocorrelation do not change over time) was
constructed, in which the TS is expected to be stationary to
ensure adequate prediction. Unfortunately, this is not always

the case; therefore, ARIMA models are applied where data
show evidence of non-stationarity, and/or where an initial
differencing step can be used one or more times to remove
the non-stationary term.

Although stochastic models are relatively easy to apply,
some general concepts should be considered in order to pro-
duce a model with the highest accuracy. Each dataset in a TS
comprises deterministic (trend, periodical, random or jump)
and autoregressive components. After assuring that through-
out the calibration period, the TS length includes the extreme
TS values, the existence of deterministic components should
be investigated and eliminated [39]. The best model based on
various possible scenarios (stationarization techniques and
normalization transforms) are selected from sub-scenarios
[40]. According to the pre-processing technique applied, the
ACF and PACF of the obtained series are plotted to determine
the modeling parameters for each sub-scenario. ARIMA’s
greatest limitation is that the associated TS’ pre-assumed lin-
ear form is impractical in many scenarios [39, 40].

When Does Interrupted Time Series
Stochastic/Artificial Intelligence-Based
Modeling Fail?

Although the segmented regression-based approach is useful
for predicting the level and trend in the outcome of interest
after intervention implementation, it requires exact lag time
values between pre- and post-intervention. In addition, this
approach cannot reliably predict the outcome. Table 2 recapit-
ulates some of the main challenges with the above described
ITS modeling methods. In general, in conventional ITS
modeling, different approaches are tried and the best is select-
ed. However, due to many potential factors influencing pa-
tient’s disease activity/progression, for example, medication
interaction, lag time between fulfillment of the intervention/
program, and the hypothesized impact, it is difficult to con-
clude whether any single model is the best and if it will be able
to capture all possible future patterns in ITS. A reliable model
should be designed with small error values on sample
(training) data, but also on out-of-sample (testing) data.
Furthermore, it is still challenging to determine whether sto-
chastic methods are more effective than AI methods with out-
of-sample prediction data in ITS modeling, due to many po-
tentially influencing factors such as sampling variation, model
uncertainty, and structural changes.

To overcome these limitations and to improve the accuracy
of both of these methods, a new combinedmethodology could
be used (Fig. 2). This methodology will not only model com-
plex autocorrelation structures of ITS, but the challenges of
the stochastic and AI-based models, as in Table 1, will also be
addressed. Figure 2 presents the flowchart of such a combined
methodology (stochastic and AI model integration). The goal
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is to obtain data which graphically depicts the closeness be-
tween the original and predicted observations.

Below is a brief description for undertaking the new pro-
posed TS prediction modeling (Fig. 2) using linear, nonlinear,

Table 2 Interrupted time series modeling models: challenges and key factors for success

Method Challenge How to address

Segmented
regression-based

Selecting linear or nonlinear approach Minimize least squared error between prediction and the true
interested outcome

Selecting the most appropriate time lag There is no specific rule to define the time lag produced
between the pre- and post-intervention periods

Temporary change of outcome in post-intervention period There is no specific rule to determine temporary change in
level and trend of interested outcome

AI-Based Selecting the best input combination Use ACF and PACF graphs to define appropriate time lags

Selecting an appropriate nonlinear approach Trial and error to find appropriate methods

Optimizing non-linear model parameters Trial and error to adjust the best AI architecture to a given
ITS with appropriate method parameters

Poor performance due to over- and under-fitting Resampling technique (cross-validation) and reproducibility
with a hold back or new dataset

Stochastic Minimum length of time series Collect the data over more time

Linear vs. nonlinear data Applying an appropriate pre-processing technique

Removal of time series components (jump, trend, period) Use ACF and PACF graphs to define appropriate time lags

Time series stationarization Verify differencing, seasonal standardization, spectral
analysis methods

Time series normalization Apply combined transformation

Selecting parameters of the linear stochastic models Increase stationarization steps

ACF autocorrelation function, AI artificial intelligence, ITS interrupted time series, PACF partial autocorrelation function

Fig. 2 Flowchart of the proposed combined methodology. ACF autocorrelation function, AI artificial intelligence, PACF partial autocorrelation function
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and hybrid models. This methodology suggests starting ITS
with AI-based modeling, whereby in plotting an ACF dia-
gram, the different input combinations are defined. ACF re-
flects how the outcomes of interest in ITS are related to each
other for determining the order of necessary time lags to create
different input combinations. Based on the selected AI meth-
od, a suitable architecture should be obtained for the training
and testing stages. This step necessitates trial and error to
adjust the optimum values of the AI parameters, such as the
number of hidden layers, the number of iterations, the training
algorithm, etc. By calculating the respective statistical indices,
the best model is selected through all defined input combina-
tions. If the results obtained with this model are acceptable,
the final model for ITS modeling is introduced. Otherwise,
stochastic-based modeling is applied, whereby the time series
components are identified by pre-processing. In a stationary
ITS, statistical properties such as mean, variance and autocor-
relation are constant over time. The normalization rescales
ITS data from the original range into the range of 0 and 1.
The ITS decomposition is a statistical task that deconstructs a
TS into its components including stochastic and deterministic
terms.

Therefore, stationarization, decomposition, and transfor-
mation are applied to create different stochastic sub-scenario
models for ITS modeling. Next, the ACF and PACF plots are
used to select the parameters of these models. By comparing
the results obtained from these stochastic models and the ob-
served ITS outcomes of interest, the values of the modeled
residuals and the actual ITS values are calculated. If the results
are not acceptable, a hybrid model that integrates the stochas-
tic approach with a nonlinear model should be considered.
Then, the stochastic model residuals are used as the new TS
for AI modeling and nonlinear modeling is carried out with
the new TS (residual series). After residual series modeling is
completed, the predicted values are combined with the linear
results and reported as the final hybrid method results. The
advantages of this methodology are as follows: (i) increasing
the accuracy of ITS modeling by profiting from the advan-
tages of both stochastic and nonlinear models to capture all
ITS deterministic and stochastic components; (ii) predicting
the outcomes of interest that no segmented approach can pre-
dict; and (iii) modeling ITS as continuous variables without
having to consider the time lags between, in order to answer a
crucial challenge in the segmented regression approach re-
garding the time lag produced between the pre- and post-
intervention periods. The latter answers the main challenge
of segmented regression in ITS modeling.

As an example of a real case of arthritis disease and to
illustrate the performance of the combined methodology in
ITS simulation, Bonakdari et al. [34••] applied a continuous
nonlinear model to predict the incidence of total hip (THR)
and knee (TKR) replacement in RA patients. In brief, Hawley
et al. [14] evaluate the impact of the NICE in UK approval of

tumor necrosis factor inhibitor therapy on the temporal trends
of THR and TKR among RA patients in the UK. As the
regulation came into effect, two distinct linear regression
models were fitted with a time lag of 12 months to calculate
the change in the subsequent outcome levels and trends. The
root mean square error (RMSRE) of the ITS post-intervention
was 0.21 for THR and 0.73 for TKR and the R was 0.67 and
0.58, respectively. By applying the proposed continuous non-
linear model (no need to identify the change point and inter-
vention lag time as the methodology simulated ITS continu-
ally throughout modeling), ITS predictive value was im-
proved, in which there was a decrease in the RMSRE values
(0.11 and 0.12 were found, respectively) and a considerable
increase in R values (0.97 and 0.78). These results confirm not
only that the model is able to identify the trend of the outcome
of interest in ITS, but that it can also make high-accuracy
predictions. As another illustration of the benefit of the pro-
posedmethodology, a dataset fromBernal et al. [10] evaluated
the rate of acute coronary events (ACEs) associated with the
implementation of a smoking ban in all indoor public places to
calculate the change in the subsequent outcome levels and
trends using a TS regression-based method. In this case study,
by applying the proposed combined methodology, we found
that the RMSRE and R values improved the prediction capa-
bility by 25% and 14%, respectively (authors’ personal
information).

Conclusion

Precision medicine for arthritis patients is an emerging ap-
proach of tailoring decisions/treatments to individual patient
variability. This entails better diagnoses, earlier interventions,
more efficient therapies and customized treatment plans.
However, to achieve such an evolution in clinical
management/treatment strategies, it is crucial that physicians
and health professionals know about, understand, and have
access to interactive processes so they may adapt therapeutic
approaches in the most appropriate and efficient manner to
provide superior precision medicine.

TS methodologies can be used to achieve such an aim.
They can predict next period(s) value(s) using past and current
information, by using, for example, a longitudinal database to
predict a long-term outcome for an early arthritis patient.
Moreover, a proper selection of the model, number of inputs
and modeling architecture, and parameters are crucial for suc-
cessful prediction.

However, each of the most commonly used TS methodol-
ogies still present major challenges. When the data is such that
the common technologies cannot provide a strong and accu-
rate prediction, a combined stochastic and AI approach, which
considers the linear and nonlinear elements and minimizes
prediction error by combining multiple different and distinct
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methods, could be used for greater prediction accuracy. In
addition, as the combined method uses a continuous ITS
modeling procedure in which the time lag produced between
the pre- and post-intervention periods is not required, applying
it will solve this major problem. By using such a tool, for a
given patient, the intervention will be more appropriate and,
among other benefits, overtreatment could be avoided.

In conclusion, the use of prediction methodologies such as
TS and ITS for arthritis patients will allow us to treat the
patient rather than just the disease, thus providing the best
outcome for the patient.
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